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Motivation
q Knowledge Explosion of academic publications

qLearn from how human read earth science papers.
qMachine helps human identify useful information.
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Query: What entities are most studied for topic 'dust'?
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Challenges
qUnstructured information

qText, table, caption, …
qMany ways to describe a thing

qDataset is uniquely identified by DOI 
(Digital Object Identifier)

qUnlikely to manually label data
qBig volume
qDomain knowledge
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1. http://sedac.ciesin.columbia.edu/
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Related Work in Knowledge Extraction
qExisting Knowledge Base System

§ Google Knowledge Graph
§ Deep Dive
§ Microsoft Academic Graph
§ IBM Watson

qSemantic entity extraction 
methods
§ Named entity recognition
§ Unsupervised learning
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Lack of accuracy

Demand a lot of labeled data
Extensive human involvement
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Problem Definition

qExplicit Entity is cited by certain names.
q Implicit Entity is usually mentioned 

implicitly and described by sentences in 
close proximity to the entity.

qSemantic Entity Identification for Earth 
Science: automatically identify key 
semantic entities from contents of paper, 
where explicit entities are from , or , 
and implicit entities are from .
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Framework of Semantic Entity Identification

1. Heuristic algorithms for semantic entity identification to build a 
large training set [Steps 0-2]

2. Deep learning algorithms to improve results [Steps 3-5]

11
Heuristic process

Deep learning
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Heuristic-based Extraction
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qExtract explicit entities
qHeuristic rules
qTrain Conditional Random Field (CRF)2

model
q Instrument and Platform: S(L), L(S)
qVariable v: {topic→term}1..*

§ E.g. “rainfall amount”:
{Precipitation→Precipitation Amount},
{Precipitation→Rain}

Heuristic rules:
• name 
• context
• domain ontology 

and taxonomy

train CRF

Refine results

1

2

2. J. R. Finkel, T. Grenager, and C. D. Manning, Incorporating non-local information into information extraction systems by gibbs sampling,” 
ACL 2005, pp. 363–370.
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qObservation: datasets are typically mentioned 
surrounded by some explicit entities

qDataset identification 
q Extract potential section which may contain 

dataset
q Compare section with every dataset and select

the most similar one
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Weighted-Profile-Matching Dataset Extraction
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Weighted-Profile-Matching Dataset Extraction

q Find the most relevant dataset with the 
highest weighted score
q we: weight of entity e, and 𝑤"+𝑤#+𝑤$=1
q Sed: similarity between entity e in the 

section and dataset profile d, normalized to 
[0,1].

q Hard to predefine the attribute weights
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𝑆& = 𝑤" ( 𝑆"& +𝑤# ( 𝑆#& +𝑤$ ( 𝑆$&

Build profile for paper section
(Online)

Build profile for dataset
(Offline)
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Neural Network-Powered Entity Extraction
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qcontinuous bag-of-words (CBOW) model
qWord embedding in NLP

Optimization Objective:

Input text corpus

Learn word embedding W

Train every context window

wcwc-1wc-2 wc+2wc+1
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Neural Network-Powered Entity Extraction
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qNeural Network Entity Extraction 
(NNEE): applies the CBOW model to 
predict a dataset from the surrounding 
(geographically close) context of entities.

qEvery entity is regarded as a word.
qExplicit entities in one identified potential 

area make up one sentence to train the 
NNEE model.
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qCost function: Maximize the log probability of the dataset given 
any context entities.
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Neural Network-Powered Entity Extraction
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Experiment Setup

qSocioeconomic Data and Applications Center 
(SEDAC)1 Dataset
qdataset citations in publications are manually 

labeled
qExperiments preparation

q849 publications are parsed on atmosphere 
research 

q273 sections are identified to cite DOIs

191. Publicly available at http://sedac.ciesin.columbia.edu/citations-db



Carnegie Mellon

Explicit Entity Extraction Experiment
qEvaluation

qRandomly select 14 papers to be evaluated by 
5 domain experts

qF-score:
qResults

qinstruments and platforms are identified more 
accurate than variables

qCRF model improves identification accuracy
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Implicit Entity Extraction Experiment

qGround truth: 273 sections with mentioned DOIs
qResults

qAccuracy of NNEE is significantly higher than profile-matching method.
qNNEE is fast and little increase as the amount of training data increases.
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Conclusion

qConclusion
qsimulate the cognitive process of how humans read articles
qpresent NNEE to automatically extract semantic entities from 

unstructured academic papers

qFuture work
qmodel data analytics process
qextend our approach to other research domains
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Q&A
Thank you!
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