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Motivation

O Knowledge Explosion of academic publications
ULearn from how human read earth science papers.
L Machine helps human identify useful information.

Semantic Entities Identification

To overcome some of the issues associated with combining and the in-
terpretation of multiple satellite-based surface and near-surface wind

information in the hurricane environment, NOAA's National Environ-
mental Satel'ite, Data, and Information Service (NESDIS) produces the -
—>

operational

which combines many of the satellite-based SHES
for all actize global TCs (Knaff et al,,

face and near-surface wind fields

2011). Inputs include previously described -

‘winds, Atmospheric Motion Vectors (AMVs), and ocean surface vector

(889 o scatcerometry, along wm—_.-
2006). The analysis system produces

Wiids)described in Mueller et al. (
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Motivation

O Applications based on Semantic
Entity Identification
dWord cloud
QOKnowledge network T
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Motivation

O Applications based on Semantic
Entity Identification

QWord cloud Query: What entities are most studied for topic 'dust'?
All c Paper - Instrument | Variable, Sweet Words | Author

U Knowledge network e 0

D QA SyStem Dataset: MODIS/Terra Aerosol, Cloud and Water Vapor

D Subset 5-Min L2 Swath 5km and 10km V006 .

| ., 'm
Gemd-id

« C9e429ch-eff0-4dd3-9eca-527e0081f65¢ [ |
Concept-id
. C203234489-LAADS .

Platform
« TERRA

N

Instrument ||
- MODIS .
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Motivation

O Applications based on Semantic Want to Study s
Entity Identification e .
dWord cloud
QKnowledge network
QA system What measurements do |

need to detect dust?
D Radiance, Emissivity,
Brightness Temperature

What sensors would be useful?
MODIS
oMl
TOMS
CALIPSO

What do | need for
retrieval? (Physical

property)
Optical Depth

Which datasets do |
need?
MODIS/Terra Calibrated

Radiances 5-Min L1B
Swath Tkm V006, ....
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Challenges

To overcome some of the issues associated with combining and the in-
terpretation of multiple satellite-based surfase and near-surface wind

d Unstructured information
O Text, table, caption, ... e o et
Analysis (MICSWA),

operational
which combines many of the satellite-based SIS

for all active global TCs (Knaff et al,

L Many ways to describe a thing e —

(WiRds)from scattercmetry, along with
(WilidS)described in Mueller et al. (2006). The analysis system produces
. . . .
U Dataset is uniquely identified by DOI
- . . - . e infl o an
(Digital Object Identifier) -
2d). Green contouring shows significant (95%) differences from the seasonal average DAl

Q Unlikely to manually label data mm—
U Big volume
U Domain knowledge

NASA SEDAC! dataset citations

= w/o DOl mw/ DOI

1. http://sedac.ciesin.columbia.edu/
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Related Work in Knowledge Extraction

U Existing Knowledge Base System
» Google Knowledge Graph —
= Deep Dive

= Microsoft Academic Graph . .
= IBM Watson | Extensive human involvement

o | |
0 Semantic entity extraction Demand a lot of labeled data

methods
= Named entity recognition _
» Unsupervised learning Lack of accuracy
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Problem Definition

I Explicit Entity is cited by certain names.

Implicit Entity is usually mentioned
implicitly and described by sentences in E
close proximity to the entity. E’;tpit';'

U Semantic Entity Identification for Earth
Science: automatically identify key
semantic entities from contents of paper,
where explicit entities are from [, V or P,
and implicit entities are from D.

10
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Framework of Semantic Entity Identification

1. Heuristic algorithms for semantic entity identification to build a
large training set [Steps 0-2]
2. Deep learning algorithms to improve results [Steps 3-5]

External 5
Resources
‘m’ .....................
/ el \ ﬁeep learning \
0 New
1 | : 3 Identification
Preprocessed Sl 11 : Heirinent ot Patterns
Sentences Entity » Identification — Analys|s
Identification : 3 Results
: SR : 7} SXTECIE EERTIINCLIIY) SRR
+ Uldentification / @ : 4.2
: : : Expert 3
— EK: 2 :| | Evaluations
: y :
H IS Evaluated | :
e Labeled Data % Results :
\Heurlstlc process / \ esu /
: : 11




Carnegie Mellon
K) Electrical & Computer
€Y ENGINEERING

Heuristic-based Extraction

Paper 1 N\
U Extract explicit entities ... [
.y Heuristic rules:
W Heuristic rules - name
. . ] _-lns_rumen. . t t
dTrain Conditional Random Field (CRF)? . domain ontology
model S and taxonomy
Q Instrument and Platform: S(L), L(S) o CRE
O Variable v: {topic—term}1..” Papr 2 N
» E.g. “rainfallamount” | . variable
{Prec!p!tat!on—>Pre.C|p|tat|on Amount}, - Refine results
{Precipitaton—Rain} | =
instrument
variable
2. J. R. Finkel, T. Grenager, and C. D. Manning, Incorporating non-local information into information extraction systems by gibbs sampling,” 12

ACL 2005, pp. 363-370.
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Weighted-Profile-Matching Dataset Extraction

1 Observation: datasets are typically mentioned
surrounded by some explicit entities

0 Dataset identification Paper t_ll
section
O Extract potential section which may contain variable
dataset
O Compare section with every dataset and select | rinstument 1 ...
the most similar one ——
.........
variable

13



Weighted-Profile-Matching Dataset Extraction

Build profile for paper section

Build paper
profile
context . dataset . semantics

Build profile for dataset ‘

i Dataset Feature Facto
(Ofﬂme) S— for each dataset v
Build dataset
profile
context science platform abstract dataset
(topic, term) keywords name
x Y :

| instrument I semantics |locat|ons I
Ontology
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4 Find the most relevant dataset with the
highest weighted score

O we: weight of entity e, and w;+w,,+w),=1

U S.4: similarity between entity e in the

section and dataset profile d, normalized to
[0,1].

Sqg=wW;+Sig Wy - Spa +w, -Spd

U Hard to predefine the attribute weights

14
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Neural Network-Powered Entity Extraction

U continuous bag-of-words (CBOW) model
0 Word embedding in NLP

Input text corpus

o Computational lens on big social
and information networks.

Train every context window

o The connections between
individuals form the structural ...

WHAT IF JMIKE WAS SHORT FOR MICYCLE

o In anetwork sense, individuals

matters in the ways in which ...

o Accordingly, this thesis develops - WHAT IF MIKE SHORT FOR MICYCLE

computational models to
investigating the ways that ...

o We study two fundamental and

WHAT IF MIKE WASSHORT FOR MICYCLE
Wc-2 Wc-1 Wc Wc+1 Wc+2

interconnected directions: user
demographics and network
diversity

Optimization Objective: minimize ] = —log P(wc|wc—m, - -
= —log P(u¢|9)
exp(ulo

)
Z]'le exp(uszﬁ)

= —log

s We1,Wet1,--

Learn word embedding W

[+)}

o \Input layer

(TN}

\ We must learn W and W’

X 1k ©l \\ }4"
Wi |

\ J
S\ \Hidden laypr P YT
~ \\‘ - — " :{:
— ;
V-dim
/
/
o Weim) Xa P /
1./
&/ cxv.dim
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Neural Network-Powered Entity Extraction

U Neural Network Entity Extraction
(NNEE): applies the CBOW model to
predict a dataset from the surrounding

Dy

N

(geographically close) context of entities. ||[Paper [\, sections
dataset platfzfr:u 5 | lo P2

QO Every entity is regarded as a word. '°_:2:°
Q Explicit entities in one identified potential ||| "~ p2das

section

area make up one sentence to train the instrument
NNEE model platiorm __[dataset

16
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Neural Network-Powered Entity Extraction

1 Cost function: Maximize the log probability of the dataset given
any context entities. .
/T exp(E'y - ca)

J=— lng(d|Cd) p(dlcqa) = c(E'; - cq) = S ep ea?p(E/Z/ ccq)

input hidden output

N (embedding)
N —
Paper 0\ sections . Entity Extractio
section )
lo P2 A\
dataset platform ~ow soction
|:> io P2 dzs :> T e e
s , o | 1% [ ]
instrument | ........ 026 Y
p2dzg
section
instrument -/
platform |dataset | -/
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Experiment Setup

O Socioeconomic Data and Applications Center
(SEDAC)' Dataset

U dataset citations in publications are manually TABLE I: Source of Semantic Entities
labeled
_ _ Instrument 1,391
L Experiments preparation Platform 821
. . Variable 3,090
1849 publications are parsed on atmosphere Data collection | 41
research

1273 sections are identified to cite DOls

1. Publicly available at http://sedac.ciesin.columbia.edu/citations-db 19
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Explicit Entity Extraction Experiment

U Evaluation
L Randomly select 14 papers to be evaluated by

5 domain experts , Aeurstie DORF
QF-score: , = 2. precionsecat -
O Results wos|  — |
Qinstruments and platforms are identified more §0.4 ‘
accurate than variables B
U CRF model improves identification accuracy v H
0

variable platform  instrument

20
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Implicit Entity Extraction Experiment

1 Ground truth: 273 sections with mentioned DOls
J Results

L Accuracy of NNEE is significantly higher than profile-matching method.
O NNEE is fast and little increase as the amount of training data increases.

1 =—O0—=NNEE == Profile-matching o5 —0=—NNEE =0== Profile-matching
0.8 20
(/ @
© 0.6 o)
5 £ 15
o -
b o
uw 0.4 £ 10
e —— 0%
0.2 5
)
) B o L ao——o—"
30%  50%  70%  90% 0% 0% 0% 90%

Training data Training data
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Conclusion

L Conclusion
Qsimulate the cognitive process of how humans read articles

Qpresent NNEE to automatically extract semantic entities from
unstructured academic papers

O Future work
model data analytics process
Uextend our approach to other research domains

23
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Thank youl!
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